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Abstract Nowadays, many e-commerce websites allow users to login with their existing social networking accounts.

When a new user comes to an e-commerce website, it is interesting to study whether the information from external social

media platforms can be utilized to alleviate the cold-start problem. In this paper, we focus on a specific task on cross-site

information sharing, i.e., leveraging the text posted by a user on the social media platform (termed as social text) to infer

his/her purchase preference of product categories on an e-commerce platform. To solve the task, a key problem is how to

effectively represent the social text in a way that its information can be utilized on the e-commerce platform. We study

two major kinds of text representation methods for predicting cross-site purchase preference, including shallow textual

features and deep textual features learned by deep neural network models. We conduct extensive experiments on a large

linked dataset, and our experimental results indicate that it is promising to utilize the social text for predicting purchase

preference. Specially, the deep neural network approach has shown a more powerful predictive ability when the number of

categories becomes large.

Keywords social media, e-commerce website, purchase preference, deep neural network

1 Introduction

Recent years have witnessed the great success of e-

commerce websites, where users can make purchases

on a diverse range of products, such as books, food,

and courses. To provide users with better service, it

is essential to effectively understand and model users’

purchase preference. However, one of the major ob-

stacles to tackle this task is that many users are with

very few purchases or even without any purchases (i.e.,

new users), so called cold-start problem[1]. Cold-start

recommendation is ubiquitous in various e-commerce

websites, which would largely affect the online experi-

ences of new users if it was not effectively solved.

Cold-start recommendation problems can be cate-

gorized into two kinds, new-user recommendation and

new-item recommendation, in which we do not have

enough history information for new users or new items

respectively. Traditional collaborative filtering meth-

ods, which rely on the user-item interactions, cannot

work well on both cases[2]. To solve the cold-start prob-

lem, various methods have been proposed[1,3-5] in the

literature. A major solution is to utilize the side infor-
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mation from users or items for alleviating the cold-start

problem. Specially, most of the existing studies focus on

solving the new-item cold-start recommendation. Com-

pared with new items, it is often more difficult to obtain

and model the side information of new users.

The focus of this paper is new-user cold-start recom-

mendation. Our work is inspired by an important ob-

servation: many online service platforms allow users

to login using their existing account information from

mainstream social media websites such as Facebook 1○,

Twitter 2○, Weibo 3○ or WeChat 4○. Such a login mecha-

nism is usually called the third-party social login. So-

cial login provides users with a more flexible, general

way to engage in multiple online platforms. Hence e-

commerce websites can utilize social login to better un-

derstand users with external social account informa-

tion, and make more effective product promotion. In-

deed, cross-site user modeling for product promotion

has already been utilized in industry. For example, in

China, WeChat enables a user to buy products directly

by visiting a built-in product navigation page. As an-

other instance, Taobao product adverts can be directly

delivered to Weibo users with a personalized advertis-

ing board.

The connection between social media and e-

commerce websites enhances the sharing of users’ infor-

mation, and the information from social media websites

can be leveraged to alleviate the cold-start problem in

the e-commerce websites[1,3,6]. Although several efforts

have been made[1,3,5-6] to address the cold-start prob-

lem on e-commerce platforms by incorporating social

media information, most of them extract handcrafted

features from social media platforms in a straightfor-

ward way. To the best of our knowledge, it is still not

well studied how to effectively utilize the heterogenous

social media information for product recommendation.

In this paper, we focus on exploring effective ways

to utilize the heterogenous information from social me-

dia platforms to solve the new-user cold-start problem.

We leverage the text posted by a user on social me-

dia platform (termed as social text) to infer the user’s

purchase preference over product categories on the e-

commerce platform. Text data is one of the most fun-

damental data types on social media platforms, and is

usually more prevalent and easier to be obtained than

the other types of data, e.g., gender and age. More im-

portantly, the social text contains rich comments, dis-

cussions and opinions, which is an important resource

to reveal users’ purchase interests[4,6]. Hence, it is of

practical values to explore whether the social text is

useful to infer users’ purchase behaviors and how to ef-

fectively utilize the social text for our prediction task

of users’ purchase preference.

Specially, we study the cross-site prediction task of

users’ purchase preference in a full cold-start setting,

i.e., only the social text of a user is available for predic-

tion and no historical purchase records are used. We

perform an experimental study of the social text rep-

resentation methods in cross-site purchase preference

prediction task. To be more specific, we study two ma-

jor kinds of text representation methods for predict-

ing cross-site purchase preference. For the first kind,

we mainly consider shallow textual features, including

term-based surface semantic representations and shal-

low neural features. However, these shallow and su-

perficial features may not be effective enough to be

used in cross-site tasks[7], since these features typi-

cally model the syntactic context of words and can-

not capture the script beyond the surface form of the

language, e.g., sentiment[8-9]. Inspired by the recent

success of deep learning techniques in NLP (natural

language processing) tasks, e.g., text classification[10],

sentiment classification[8], semantic parsing[11] and sen-

tence modeling[12], we further propose to learn deep

textual features using multiple deep neural network

models in our cross-site prediction task of users’ pur-

chase preference.

In order to carry out this study, we select Weibo

(the largest Chinese microblogging service) as the so-

cial media platform and JingDong (one of the largest

Chinese B2C e-commerce websites) as the e-commerce

platform. A large dataset is constructed for our task,

containing a total of 11 334 linked users across these two

platforms. In our work, we leverage users’ social text

to predict their purchase preference which is characte-

rized as the distribution over the product categories on

JingDong. We first quantitatively analyze the correla-

tion between a user’s social text on Weibo and product

descriptions on JingDong. Our finding is that the more

similar a user’s social text is to the descriptions of prod-

ucts from a certain category, the more likely the user
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is to purchase products from the category. To further

model the effectiveness of the social text, we formally

formulate the prediction task of users’ purchase pref-

erence as a category ranking problem only using the

social text. We extensively examine a large set of text

representation methods for the current task, including

both shallow and deep text representation methods.

Our contributions are summarized as follows. 1) We

take the initiative to study how the social text can be

utilized for the cross-site purchase prediction on a large

linked dataset, and our experimental results have in-

dicated that the social text is indeed useful to predict

the purchase preference on the e-commerce platform.

To the best of our knowledge, few studies address this

task in a systematic and comprehensive way. 2) We

quantitatively analyze the correlations between users’

social text and purchase behavior, and we find that if

the social text posted by a user is more similar to the

product descriptions of a category, he/she is more likely

to make purchases. 3) We propose two approaches to

represent the social text for predicting users’ purchase

preference, and extensive experiments demonstrate the

powerful predictive ability of our deep neural network

models, especially when the number of product cate-

gories becomes large.

The rest of the paper is organized as follows. Sec-

tion 2 describes the construction of data collection and

quantitative analysis. In Section 3, we first present the

problem statement, and then propose two kinds of pre-

diction approaches. Section 4 presents the experimental

results and analysis. Section 5 reviews relevant previ-

ous work and Section 6 concludes our work.

2 Data Collection and Analysis

Our task requires a dataset of linked users from both

an e-commerce website and an online social networking

website. We first construct the dataset, and then we

make a quantitative analysis of the correlations between

the social text and product descriptions.

2.1 Dataset Construction

We use the shared dataset in [6] which contains

11 334 linked users between Weibo and JingDong plat-

forms. The statistics of the linked dataset are summa-

rized in Table 1. For privacy consideration, Weibo IDs

and JingDong IDs of all linked users are replaced by

anonymized unique IDs.

Weibo Data. We only utilize the published mi-

croblogging text of linked users. Other types of infor-

mation (e.g., gender and age) are discarded since they

are not our focus in this paper. The average number of

microblogging text posted by each linked user is 41.

Table 1. Statistics of the Linked Dataset
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2.2 Quantitative Analysis of the Correlations

Between the Social Text and Product

Descriptions

The social text contains rich comments, discussions

and opinions, which is an important resource to reveal

users’ purchase interests[4,6]. Hence, we hypothesize

that the social text information of a user is useful in

predicting his/her purchase preference. There has been

a lack of quantitative analysis of the correlations be-

tween a user’s social text and purchase behavior on

large datasets. To fulfill this purpose, we quantitatively

analyze this problem in two different aspects, i.e., prod-

ucts and users respectively.

To understand whether there exist some correlations

between the social text posted by a user and the prod-

ucts he/she purchased, we compute the semantic simi-

larity between the social text and product descriptions.

For each user, we aggregate all his/her microblogs into

a document, called user document. For each product

category, we aggregate the descriptions of all products

in the category into a document, called product docu-

ment. We represent these two kinds of documents us-

ing standard Vector Space Model with tf-idf weighting.

Then, we can compute the similarity between a user and

a category. We can make the following observations.

1) Products are more likely to be purchased by the

users whose social text is more similar to the product

descriptions. Given a category, we apply the above

similarity method to identify the most similar 100 users

(called similar users for short) and the least similar 100

users (called dissimilar users for short). We would like

to check whether the similar users are more likely to

have a higher purchase preference degree than the dis-

similar users in the given category. Given a user, the

purchase preference degree on a category is calculated

as the normalized probability by dividing the purchase

frequency in a category by the total purchase frequency

of the user. For ease of analysis, we further discretize

users into two bins based on the normalization pur-

chase probability: [0, 0.5] (low purchase preference),

(0.5, 1] (high purchase preference), and present the re-

sults based on the first-level categories in Fig.2. For

each category, we present the purchase probability dis-

tributions by two groups, i.e., similar (left bar) and

dissimilar (right bar) user groups.

It can be observed that in most product categories,

the amount of users with high purchase preference in

the similar user group is larger than that in the dissimi-

lar user group. Interestingly, the gaps in the categories

of “Kids & Baby” and “Pet Supplies” between two user

groups are the most significant. It indicates that if the

tweets of a user are closely related to the topics of “Kids

& Baby” and “Pet Supplies”, he/she is likely to make

more purchases from these two categories.
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Fig.2. Purchase preference distributions of 12 first-level cate-
gories. The purchase preference is divided into two bins, i.e.,
high and low. Given a category, the left and the right bars cor-
respond to the similar and the dissimilar user groups in terms of
text similarity respectively.

2) Users are more likely to purchase products from

the category in which product descriptions are more

similar to their posted social text. Our previous analy-

sis focuses on the aspect of products, and we find that

products are more likely to be purchased by the users

whose social text is more similar to the product descrip-

tions. We further analyze the problem in the aspect

of users. Given a user, we apply the similar method

to compute the most similar product category (called

top category for short) and the least similar product

category (called bottom category for short) in which

product descriptions are the most similar or the least

similar to the user’s social text. We would like to check

whether the user is more likely to purchase products in

the top category than in the bottom category.

We first conduct the analysis on the top category.

Given a user, we rank product categories descendingly

by the purchase frequencies, and obtain the ranking

position of his/her top category. Since we have 12 first-

level product categories, we set up 12 user bins corre-

sponding to the ranking position of the top category.

We put a user into a bin according to the ranking po-

sition of his/her top category. Finally, we calculate the

number of users in each bin, and derive the distribution

of users over the 12 user bins. Similarly, we can per-

form the analysis on the bottom category. In this way,

we obtain two distributions of users according to either
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top category ranking or bottom category ranking. The

user distributions of the top and the bottom categories

on the 12 first-level categories are shown in Fig.3.
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Fig.3. User distributions of the top and the bottom categories
on the 12 first-level categories. (a) Top category. (b) Bottom
category.

It can be observed that 79% users are classified into

the top six positions according to their top category

ranking. As a comparison, the number of users only

accounts for 40% in the top six positions according to

their bottom category ranking. The two different dis-

tribution patterns in ranking top and bottom categories

indicate that a user is more likely to have a higher pur-

chase preference of the products that his/her social text

is more similar to.

The above findings from both aspects of products

and users show that if the social text posted by a user

is more similar to the product descriptions in a cate-

gory, then the user is more likely to purchase products

from this category. Indeed, the previous study[5] had

found that users are likely to expose the commercial

intents in their tweets.

3 Predicting Users’ Purchase Preference

Based on the Social Text

So far, we have shown that there indeed exist some

correlations between a user’s social text and the de-

scriptions of products that he/she purchased on an

e-commerce platform. The next practical question is

whether given the text information posted by a user on

social media, we can leverage it for predicting his/her

purchase preference on the e-commerce platform. Such

a cross-site application has commercial values for solv-

ing the cold-start problem on e-commerce platforms.

In what follows, we first formally define the prediction

task of users’ purchase preference based on the social

text, and then present two major approaches to repre-

sent users’ social text. The notations in our prediction

task are presented in Table 3.

Table 3. Notations in Prediction Models
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We first define the purchase preference of user u as

the purchase distribution over C.

pu,ck =
purc(u, ck)
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a target word. Formally, given a sequence of words

Sw = {w1, w2, ..., wn} in training data, and a word wt

in Sw, the surrounding words in a content of wt are

denoted as context(wt). The target of this model is to

maximize the average log probability, and it is defined

as:
1
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σ
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and h. ⊙ is elementwise product of the vectors and φ

is the softmax function in the output layer.

Bidirectional Recurrent Neural Network (BRNN).

In RNN, the state at time t only captures information

from the past x(1), ..., x(t−1) and the present input x(t).

However, when processing the sequence text, the se-

mantics of the current word is correlated with the whole

input sequence. The bidirectional recurrent neural net-

work (BRNN)[28] combines a RNN that moves forward

from the start of the sequence with another RNN that

moves backward from the end of the sequence through

time beginning. BRNN can capture the contextual in-

formation to the greatest extent possible when learning

word representations. The model structure is shown in

Fig.4(d). We define cl(wi) as the left context of word

wi and cr(wi) as the right context of word wi. Both

cl(wi) and cr(wi) are dense vectors with |c| real value

elements. They are calculated as follows:

cl(wi) = f(W lcl(wi−1) +W sle(wi−1)),

cr(wi) = f(W lcr(wi+1) +W sle(wi+1)),

where e(wi−1) is the word embedding of word wi−1, and

cl(wi−1) is the left-side context of the previous word

wi−1. W
l is a matrix that transforms the hidden layer

into the next hidden layer, and W sl is a matrix that

is used to combine the semantics of current word with

the next word’s left context. f is a non-linear activation

function. The right-side context cr(wi) is calculated in

a similar manner. Using the contextual vector cl(wi)

and cr(wi), we define the representation of word wi as

xi, which is defined as:

xi = (cl(wi); e(wi); cr(wi)).

After we obtain the representation xi of the word

wi, we apply a linear transformation together with the

tanh activation function to xi and send the result to

the next layer.

y
(2)
i = tanh(W (2)xi + b(2)),

where y
(2)
i is a latent semantic vector and b(2) is the

bias vector. We finally build a max-pooling layer upon

the bidirectional recurrent structure, which automati-

cally captures the key component in the text. BRNN

captures the semantics of all the left and the right side

contexts. It may be more able to disambiguate the

meaning of the word wi compared with unidirection

RNN and CNN.

Parameter Settings. We implement our models in

PYTHON using the library KERAS 6○. We take 10%

of users in the training data as the validation set to op-

timize parameters in our models and report the detail

parameter settings with which the model achieves the

best performance. The parameter settings are shown

in Table 4.

Table 4. Detailed Parameter Settings in Our

Deep Neural Network Models
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Table 5. Comparison of Different Text Representation Models
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a matched performance with deep neural network ap-

proach. All models except VSM perform better than

popularity at P@1 and NDCG@1; however, popula-

rity is still a strong baseline as more categories evalu-

ated (i.e., k = 5). It may be caused by the imbalance of

sales volume in each category when products are clas-

sified into 12 categories.

• In the prediction of the second-level categories,

our deep neural network approach starts showing sig-

nificant advantages over the popularity and traditional

classification approach SVM with one exception model

PCSM on P@1 and NDCG@1. PCSM constructs fea-

tures by directly computing the similarity between the

social text and product categories, and thus it may be

effective to make predictions.

• As the number of the third-level categories in-

creases to 166, our deep neural network approach shows

significant advantages over the popularity and the tra-

ditional classification approach SVM. The traditional

classification approach with shallow textual features

performs the worst. It implies that the shallow features

cannot effectively capture the useful information in the

social text to make more accurate purchase predictions,

while the deep textual features learned by neural net-

work models do the best. BRNN which combines the

advantage of recurrent neural model and convolutional

neural model performs the best within deep neural net-

work models.

In addition, it can be observed that the prediction

performance is the highest in the second-level categories

instead of in the first-level categories. It may be caused

by the imbalance of sales volume in each category in

the first-level categories. We rank product categories

descendingly by their sales volume, e.g., in the top

three categories, the sales volume accounts for a to-

tal proportion of 46%, while in the least three cate-

gories, sales volume only accounts for a total propor-

tion of 5%. Thus, predictions may heavily skew to the

categories with large sales volume, while in the predic-

tion of the second-level categories, the product category

with large sales volume is subdivided into different sub-

classes, which relieves the imbalance of sales volume in

product categories, and the subdivided categories are

more matched to the purchase preference of the ma-

jority of users. It makes the performance higher in the

second-level categories than in the first-level categories.

In the prediction of the third-level categories, the over-

all performance of models is the worst, because it is

more difficult to make accurate prediction among the

large number of categories.

The above experiments have shown the performance

of different models in predicting users’ purchase prefe-

rence. We further use an example to present the pre-

diction results. We randomly choose five microblogs

posted by a user on the social media platform. The five

microblogs are as follows.

1) The makeup in Hong Kong is really cheap.

2) Mountain hiking is a good way to lose weight!

3) Celebration for my baby’s completion of his first

month of life. But it is difficult to give a name for my

baby, any suggestions?

4) I don’t know why he is unwilling to call me. Dis-

appointed.

5) I purchased “KONKA XQB50-5001 automatic

washing machine” in JingDong Mall, just carefully

write the review: can’t drying.

We choose BRNN to represent the deep neural net-

work approach and make predictions in the first-level

categories. The top five predicted product categories in

each model are shown in Table 7.

Table 7. Top Five Predicted Product Categories
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at 10%, we vary the remaining 90% of training data at

five different splits: {20%, 40%, 60%, 80%, 100%}. We

choose BRNN to represent the deep neural network ap-

proach. The results are presented in Fig.5.

Overall, we observe that all the methods suffer from

performance drop with the decrement of the training

data. Nevertheless, we also see that with less train-

ing data, the traditional classification approach with

shallow textual features (i.e., PCSM, TP, WEM ) per-

forms worse, while deep neural network model HRNN

performs the best with relatively little training data.
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Fig.5. Varying the size of training data.

We also vary the number of dimensions for input

embedding vector in deep neural network models (i.e.,

L), and report the results in Fig.6.
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Fig.6. Varying the number of embedding dimensions.

It can be observed the number of embedding di-

mensions should be set to neither too large (e.g., no

less than 250) nor too small (e.g., no more than 50). In

our experiments, we set the embedding dimensionality

L to 200.

5 Related Work

Our current work is mainly related to the following

three lines of research.

Mining Social Networking and e-Commerce Web-

sites. As the boundaries between e-commerce and so-

cial media have become increasingly blurred, some stu-

dies have investigated how social network influences

users’ purchase behavior. Zhang and Pennacchiotti[1,3]

empirically demonstrated that users’ social media pro-

files can be used to recommend branded product in e-

commerce website. Zhao et al.[31] recommended prod-

ucts from the e-commerce website to users at the social

networking website in “cold start” situations. Guo et

al.[32] studied the trading dynamics on the e-commerce

network TaoBao, and they found that users are more

likely to purchase from the sellers that their friends in

the network have already bought from. Bhatt et al.[33]

studied the “peer pressure” in social media which af-

fects the purchase behavior: if the user’s friends widely

adopt a product, the user is more likely to buy it. Zhou

et al.[34] focused on product adoption probability pre-

diction in the context of large social networks. The

above researches show that social information is closely

related to users’ purchase behavior. Similar conclusions

are also drawn in [6,35-36].

Cross-Domain Information Utilization. The key

technique of cross-domain information utilization is

transfer learning[37-38]. The aim is to learn transfer

knowledge from the source domain, and further apply

it in a target domain. Zhao et al.[31] used the linked

users across social networking websites and e-commerce

websites as a bridge to map users’ social networking fea-

tures to another feature representation for product rec-

ommendation. Li et al.[39] attempted to transfer user-

item rating patterns from an auxiliary matrix in an-

other domain to the target domain through Codebooks.

Singh et al.[40] proposed a collective matrix factoriza-

tion model to estimate the relations of multiple entities

by factorizing several matrices. Zhao et al.[41] and Hu et

al.[42] extended transfer learning to active learning and

triadic factorization for cross-domain recommendation

respectively.

Text Representation and Deep Neural Networks.

Text representation is one of the fundamental problems
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in text mining and information retrieval. It aims to

numerically represent the unstructured text documents

to make them mathematically computable. The tra-

ditional methods (e.g., vector space model and topic

model) for feature representation often ignore the con-

textual information or word order in text and remain

unsatisfactory for capturing the semantics of the words.

To address the problem, Mikolov et al.[18-19] proposed

a word embedding method to learn meaningful syntac-

tic and semantic regularities which help to capture the

semantic representation of text. Recently, deep neural

network models have been widely used in many NLP

tasks and have achieved promising results. For exam-

ple, convolutional neural network models (CNNs)[12,21]

have been widely adopted in sentiment analysis[9,43], se-

mantic parsing[11], and sentence classification. As an-

other type of deep neural network models, recurrent

neural network models (RNNs) have been proved to

be more effective than CNNs in many tasks[28,44-45].

Besides NLP tasks, neural network models have been

applied to various applications in other fields, such as

information representation in social media. Chen and

Ku[46] proposed a user-topic-comment neural network,

and Dong et al.[47] used an adaptive layer in a recur-

sive neural network for target-dependent twitter senti-

ment analysis. Moreover, as attention mechanism has

been successfully applied to deep neural network mod-

els, several recent studies achieve good results in text

comprehension task[48-51]. The deep neural network ar-

chitectures in these studies use an attention mechanism

which allows them to highlight places in the document

that might be relevant to answering the question. The

deep neural network models with an attention mecha-

nism can automatically focus on the words that have

decisive effect on classification, semantic analysis, and

other text processing tasks.

6 Conclusions

In this paper, we utilized user text representations

learned from social media platforms to predict users’

purchase preference on e-commerce platforms. We

first quantitatively analysed the correlations between

a user’s social text posted on the social media plat-

form and descriptions of products purchased on the e-

commerce platform. We found that 1) products are

more likely to be purchased by the users whose social

text is more similar to the product descriptions; 2) users

are more likely to purchase products from the category

in which product descriptions are most similar to the so-

cial text of users. Furthermore, we proposed two major

kinds of text representation approaches for predicting

cross-site purchase preference. Our experimental re-

sults indicated that it is promising to utilize the social

text for predicting purchase preference. Specially, the

deep textual features learned from neural network ap-

proach can effectively represent the useful information

in the social text, which shows a more powerful pre-

dictive ability when the number of categories becomes

large. Our work tried to fill the semantic gap between

heterogeneous online platforms and have practical val-

ues in the industry.

Currently, our major focus is to test the perfor-

mance of various text representation models using the

social text data. In the future, we consider incorporat-

ing the text information from the e-commerce platform

to develop a more effective text semantic model, for ex-

ample, using attention mechanisms in deep neural net-

work structures to improve the prediction performance.

The attention mechanism has been successfully applied

to deep neural network models, and makes it possible to

automatically focus on the words that have decisive ef-

fect on classification, semantic analysis, and other text

processing tasks. As we aim to learn from the user’s so-

cial text for predicting cross-site purchase preference, it

could be useful to incorporate the attention mechanism

to emphasize the words that are more relevant to the

product information.

Apart from the social text information, another di-

rection for future research is to leverage more informa-

tion from social media platforms for predicting users’

purchase preference on an e-commerce platform. We

will extend our feature sets by including other types

of features, such as following the information of users

on social media platforms. We will also develop more

effective models which can better characterize various

kinds of available side information.

As an initiative work, our current prediction task is

on the level of categories, and we will consider characte-

rizing the purchase preference directly in the product

level. In this way, we will be able to build a personalized

cross-site recommender system for product recommen-

dation, which will be the focus of our future work.
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